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Bachelor Thesis

Neural networks (NNs) are frequently retrained when new data becomes available or
compressed to improve execution speed. In such cases, it is important to ensure that the new NN
behaves similarly to the old one, at least in certain regions of the input space. To achieve this,
differential verification approaches analyze differences in the NNs’ weight matrices and employ
custom abstractions for differences of activation functions.
Prior work has resulted in the implementation of tools such as ReluDiff [2] and NeuroDiff [1],
which have been developed completely from scratch. And are therefore missing out on many
features that contribute to the success of established NN verifiers. However, reasoning over
weight matrix differences can be reformulated using computational graphs, which can be
automatically handled by powerful existing NN verifiers like AUTO LIRPA [3]. By framing the
problem in this way, we hope to leverage potential performance benefits from these
well-established tools.

Task.
Study existing literature on differential verification.
Implement a transformation of weight matrix differences into a computational graph for
differential verification in PyTorch
Develop and implement an optimizable abstraction of ReLU(x)− ReLU(y) within the
AUTO LIRPA framework.
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