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Background

There is an ever-increasing amount of textual data created, e.g., due to the exponentially increasing
capability to sequence genetic data. Furthermore, there are code repositories such as GitHub and natural
text collections such as Wikipedia. One common property of these types of input is that they are highly
repetitive (humans share 99.9% of their DNA and different versions of source code/Wikipedia articles
usually differ only minimally). When processing this type of textual data, we want to use text indices
that allow us to speed up queries.

In this project, we mainly focus on three queries: (1) An access query allows us to retrieve any
character of the input, (2) the rank of a character is the number of occurrences of that character before a
given position, and (3) a select query returns the position where a character with a given rank occurs.

For these queries, the wavelet tree [2] is currently the de-facto standard. A wavelet tree can also
be compressed—using entropy coding—reducing the required space of the index. However, this type of
compression is blind to repetitions. The block tree [1], however, can also be used to answer these queries
and is based on the Lempel-Ziv compression [4], which results in a very good compression ratio for highly
repetitive inputs. While the block tree can be used as a replacement for wavelet trees, there are still open
problems. First, block trees are very slow to construct (compared to wavelet trees). While there are new,
significantly faster construction algorithms, they also require a much more working space [3]. Second, on
non-highly repetitive inputs, their size is comparable to wavelet trees, they are slower to construct, and
they only achieve a similar query performance.

Objective

Currently, block trees are only significantly more space-efficient than wavelet trees for highly repetitive
inputs, where they require less than 1 bit per symbol, even with rank and select support. In this project,
we take a closer look at efficient encodings for block trees to also make them more space-efficient than
wavelet trees on non-highly repetitive inputs. To this end, we will utilize techniques used in Lempel-Ziv
compression, e.g., considering only occurrences in a sliding window to reduce the size of backward pointers
and a compressed representation of plain characters in the block tree’s leaves.

A possible extension of this project is the parallel (shared or distributed memory) construction of the
encoded block trees. Here, we might discover new scalable construction algorithms, as some techniques
(like the use of a sliding window) remove dependencies that occur in a (canonical) block tree.
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