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Nowadays, neural networks (NNs) see increasing use even in safety or security critical systems.
As traditional statistical evaluation cannot provide hard guarantees about the absence of errors,
efficient algorithms for formal verification of NNs have been developed [3].
Most of these algorithms however, assume that computations are carried out over real numbers.
In reality, however, both the NN and the verifier are executed using floating point arithmetic. This
mismatch has been shown to introduce soundness issues, where verifiers may incorrectly
declare a network safe [1, 4].
Interactive theorem provers such as Isabelle/HOL, Rocq or Lean allow users to formalize
systems and mechanically check proofs about them. Via refinement, e.g., Isabelle/HOL is also
able to generate efficiently executable code from the specification of an algorithm [2].
Given the unintuitive nature and many pitfalls of floating point arithmetic, the rigorous nature of
interactive theorem provers makes them a promising tool for building floating-point sound NN
verifiers.

Idea. The goal of this project is to specify a NN verification algorithm within an interactive
theorem prover and prove that it is sound with respect to floating-point arithmetic. The verified
specification will then be refined into efficient executable code.

Task. The project involves
familiarization with interactive theorem proving
studying existing formalizations of floating-point arithmetic and simple NNs models
specifying a NN verifier and
using refinement to generate efficient code.
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