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Self-supervised learning (SSL) is a promising approach for leveraging large amounts of 
unlabeled data. SLL thus offers potential improvements in object detection models, 
especially in scenarios where labeled data is limited or expensive to obtain. This project 
aims to apply SSL techniques to enhance object detection in real-world settings, with a 
focus on improving detection of small, distant, or occluded objects. 

Research Agenda for Students: 

1. Understanding Self-Supervised Pre-training: Students will start by exploring 
existing SSL techniques such as contrastive learning, masked image modeling, 
and clustering-based approaches. They will investigate how pre-trained models 
can leverage features learned from unlabeled data to improve downstream 
object detection tasks. 
 

2. Collecting Performance Data Across SSL Methods: Students will gather and 
analyze performance data for various SSL methods applied to object detection 
tasks. This will involve comparing the effectiveness of different models (e.g., 
EfficientDet, YOLO) when pre-trained with SSL techniques such as SimCLR, 
MoCo, or BYOL on real-world datasets like KITTI and MS COCO. 
 

3. Analyzing Key Differences in SSL for Object Detection: The project will involve a 
detailed comparison of top SSL methods to identify their strengths and 
weaknesses in object localization and classification. Students will focus on how 
these methods improve classification and localization for object detection in 
real-world environments, such as urban and indoor scenes. 
 



4. Investigating Cropping and Augmentation Strategies: SSL techniques often 
benefit from advanced data augmentation strategies. Students will research how 
augmentations such as color jittering, geometric transformations, and context 
cropping can improve SSL performance. Additionally, novel loss functions that 
encourage consistency between augmented views of the same image will be 
explored. 
 

5. Implementing Findings to Improve SSL for Object Detection: Based on the results 
of the earlier analyses, students will implement adjustments to SSL methods, 
optimizing them for real-world object detection task. This may involve integrating 
insights on augmentation and cropping strategies to enhance multi-instance SSL 
approaches for real-world object detection scenarios. 
 

Project Goals: 

1. Developing a Self-Supervised Pre-training Pipeline: Students will develop a 
pipeline that uses SSL for pre-training on large-scale, unlabeled datasets (e.g., 
ImageNet without labels, COCO unlabeled images). They will experiment with 
various SSL methods, such as SimCLR, MoCo, or BYOL, and current state-of-the-
art to determine which techniques best improve the feature learning for 
subsequent object detection tasks. 

2. Testing and Benchmarking on Real-World Datasets: The effectiveness of the SSL-
based approach will be validated on real-world object detection datasets, such 
as KITTI (autonomous driving) and MS COCO (general object detection). Students 
will compare their SSL-enhanced detectors against standard baseline models to 
measure improvements in performance. 

3. End-to-End Detection System Integration: Students will integrate their pre-trained 
SSL models into standard detection architectures and implement fine-tuning 
techniques. They will evaluate performance enhancements, particularly focusing 
on challenging scenarios such as detecting small, distant objects or objects in 
low-light conditions. 

Deliverable: Code and report (that may lead to a peer-review publication or conference 
paper) 

Prerequisites: Proficient in Python 

Number of students: ideally 2 (but can be flexible) 

 
Contact and Supervisor: Moussa Kassem Sbeyti, Postdoc in the Research Group 
Methods for Big Data, Prof. Dr. Nadja Klein, Scientific Computing Center, Karlsruhe 



Institute of Technology. Email: moussa.sbeyti@kit.edu Website:  kleinlab-
statml.github.io) 
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